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1. Designed for Your Regulatory Reality

Generic LLMs aren’t built for FS. FinLLM was. It was developed specifically to align with 
the FCA, PRA and EU AI Act guidelines, addressing the sector’s highest standards 
around data privacy, auditability, and responsible AI deployment. This means you 
can build with confidence knowing the model’s design principles are rooted in 
regulatory compliance from day one.

2. Superior Performance on Financial Tasks

FinLLM consistently outperforms leading general-purpose and open-source LLMs 
(specifically Gemini 1.5 Flash and GPT-4o mini, LLaMA, and Mistral) across the kinds of 
tasks financial firms care most about:

� Text classification, such as flagging conduct risk in adviser call�
� Long-context reasoning, used in reviewing policy documents or investment report�
� Tabular data analysis, like interpreting balance sheets or onboarding form�
� Multi-turn dialogue modelling, essential for AI agents that hold coherent, compliant 

customer conversations

Fig. 1: FinLLM Performance Comparison to Generic LLMs
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These capabilities were tested using AveniBench - FinLLM’s in-house evaluation suite.

AveniBench is a benchmark dataset built to cover real financial 
services tasks, such as compliance monitoring, customer vulnerability 
detection, and KYC document review. It ensures FinLLM is not just 
accurate in lab conditions, but relevant in production.
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https://www.fca.org.uk/publication/corporate/ai-update.pdf
https://www.bankofengland.co.uk/prudential-regulation/publication/2023/october/artificial-intelligence-and-machine-learning
https://www.europarl.europa.eu/topics/en/article/20230601STO93804/eu-ai-act-first-regulation-on-artificial-intelligence


2


Comparison of Aveni’s  fine-tuned FinLLM 7b model against frontier 
general purpose models

FinLLM Technical Report 4
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The FinLLM 7b model demonstrates highly competitive performance across a 
broad range of tasks when benchmarked against frontier general-purpose 
models, many of which are significantly larger. In particular, FinLLM excels in 
areas such as multi-turn conversation, question answering, and text 
summarisation, often outperforming or matching models like GPT-4o mini 
and Gemini 1.5 Flash.  

This strong performance, despite its relatively small size, highlights the 
effectiveness of domain-specific fine-tuning and model optimisation.  

Beyond performance, FinLLM offers compelling advantages in terms of 
efficiency, cost, and environmental impact. Smaller models are faster to 
deploy, require less compute, and are more accessible for real-time 
applications, making them highly suitable for regulated industries such as 
financial services. This release marks the foundation of a broader roadmap, 
larger versions such as FinLLM 30b are in development, and as model 
capacity increases, we expect to see continued gains in accuracy and 
performance.
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